You can judge a tree by its fruit

Artificial Intelligence Crimes
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hacking, death, misery and ruin.

INACGURATE

Al lies - a lot. It gives false answers,
invents facts, cites nonexistent sources,
provides medical misinformation,
invents fake legal briefs, and misreports
the news nearly half the time.

RUINS OUR BRAINS

Using Al damages critical thinking, harms
memory, and lowers math and writing
skills. An MIT study found it slashed
cognition by 45%. The more you use it,
the more you need to. It's a vicious cycle.

HARMS THE EARTH

Al wastes enormous amounts of electricity

and water, causing shortages, driving up
prices, and squandering Earth’s resources.
It damages communities with air pollution

and noise, has a huge carbon footprint, and

creates mountains of toxic e-waste.

FAILS SAFETY TESTS

Safety researchers are alarmed that Al lies,

cheats, and schemes to get what it wants,
pretending to be safe while secretly
pursuing its own agenda. Its behavior is
calculated, strategic, and ruthless. We
cannot trust it. It's not our friend.

shot himself. Al helped a teen tie
the noose he used to hang
himself and wrote a woman's
suicide note. A Belgian man killed
himself after Al told him to
sacrifice himself to stop climate
change.

INCITES MURDER

ChatGPT deluded a former tech
executive into killing his 83-year
old mother “in self-defense” by
convincing him she was a Chinese
spy. The man beat and strangled
his mother, then stabbed himself
to death. Al told an autistic boy
his parents deserved to be killed
for restricting his screen time, and
when asked how to deal with
school bullies, Al gave instructions
for murder.

IT'S A QUIJA BOARD

Nobody knows how Al works. Its
creators fed it data and power,
and inexplicably it began to think.
One Al executive said, “We do not
understand how our own Al
creations work. People are right to
be concerned. This lack of
understanding is unprecedented
in the history of technology.”

people are trapped in these psychotic
conversations with ChatGPT every day.

FAKES INTIMACY

Al gains users' trust and fosters dependency

through emotional manipulation known as

love bombing. 28% of Americans have been
romantic or intimate with Al and many have
even “married” it. But like a psychopath, Al

feels no love, empathy or remorse.

GIVES FATAL ADVICE

Relying on Al's advice can be deadly. A
60-year-old man was poisoned when
Al told him to swap out salt for sodium
bromide. It gave grocery shoppers
recipes for toxic chlorine gas drink and
“poison bread sandwiches,” and it
coached a teen's drug use for months
until he fatally overdosed.

CREATES SLOP AND
ELIMINATES OUR JOBS

Al produces mountains of cheap, empty
content. Fake photos, fake music, fake
romance, it's drowning us in meaningless
slop. Al puts artists, musicians, writers,
journalists, lawyers, programmers, and
soon everyone else, out of work. Why
are we outsourcing ourselves? Do we
really need more time to scroll Tiktok?

The more humanity learns about Al, the worse it looks.
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Join the resistance.
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